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Unit 1 UFOs
“UFO” stands for “unidentified flying object.” Although many people associate this term with aliens or spaceships, it can refer to any unknown object seen in the atmosphere. 
Many people believe that UFO sightings began in modern times, but thousands of reports of extraordinary lights and mysterious objects in the sky have been documented around the world since antiquity. One of the earliest sightings was in the 15th century BCE in Egypt, where observers reported “foul-smelling circles of fire and discs in the sky.” Centuries later, in 1516 CE in Nuremberg, Germany, sightings of more than 200 UFOs of differing shapes, including cylinders, spheres, and spinning discs, were reported. 
The most interesting part of UFO history began in the mid-20th century. During World War II, fighter pilots reported many luminescent and cylindrical UFOs at high altitudes. Sightings of these objects were reported by both airplane pilots and high-ranking intelligence officials. Interestingly enough, both the Allies and the Germans recounted such occurrences. At first, they both thought that these objects were new weapons made by their enemies. However, when they realized that the other side was seeing them too, they concluded that these sightings were UFOs. Both the British and Germans created committees to investigate. Ultimately, it was determined that these UFOs, nicknamed “foo fighters,” were not man-made; no conclusive alternative explanations were forthcoming at the time. 
In the late 1940s, following WWII, the “flying saucer” era began. In 1947, a man named Kenneth Arnold reported seeing “nine silvery, circular objects” in the sky. He told his story to many people, including the press. He eventually wrote a book titled The Coming of the Saucers. In it, he described the UFOs as flying saucers because they were shaped like large china cup saucers. After the book’s release, more and more people reported UFO sightings. Previously, anyone who reported a UFO had been considered a liar or a lunatic. However, because authorities were receiving so many reports, some with photographic evidence, they decided to set up a committee called Project Blue Book to investigate these sightings. 
In 1947, the Roswell crash occurred and eventually became the most famous UFO case in US history. In early July that year, an object crashed onto a sheep ranch near Roswell, New Mexico. All the pieces of the fallen object were collected by members of the US Air Force stationed at Roswell Army Air Field. Later in the day, the commander of the base informed the press that the remains of a “flying disc” had been recovered. This news spread worldwide in a matter of hours. Strangely, a few hours after the press release, the commanding general of the Eighth Air Force issued a second press release asserting that the remains were from a common weather balloon. This retraction caused a lot of controversy. There were eyewitnesses—including the sheep rancher and an Air Force major—who saw many items they believed to be of unknown origin and made of strange material. Some even claimed to have caught sight of the bodies of non-humanoid organisms. 
Despite this incident and continued UFO sightings, the government disbanded the Project Blue Book committee in 1969 due to the lack of concrete evidence. The US Air Force conducted an investigation in the 1990s and released reports that reaffirm the wreckage was a weather balloon from Project Mogul, a top-secret program for the detection of Soviet nuclear devices concealed in weather balloons. Nonetheless, many people presume such reports are deliberate disinformation and still think the government is suppressing the truth of what they collected from the Roswell crash and of other unexplained sightings and incidents. Over the years, UFO sightings have continued to be reported by people all over the world, including former US president Jimmy Carter, NASA engineers, and Japanese businessmen. In fact, it is estimated that every three minutes there is a UFO sighting somewhere on the planet.
Unit 1 An Insight into the Future
Divination, also called fortunetelling, is the attempt to discover future events through mystical methods. One common method of divination, found in both Eastern and Western culture, is palm reading. Through palm reading a person hopes to find out his or her fate, or future circumstances. Through seemingly arbitrary interpretations of the lines on the palm of the hand, a palm reader claims to be able to foretell a person’s life span, financial success, and romantic relationships, among other things. Although there is no proven connection between the lines on the palm of a hand and a person’s future, palm reading remains popular, along with other divination practices. Some of these other practices include predicting the future through astrology (analyzing the effect of stars and planets on our lives), tasseography (reading used tea leaves), and numerology (analyzing the secret meanings of numbers). 
Fortune-telling has a long history. Its earliest historical examples date from circa 4000 BCE. Kings and other rulers relied on divination at that time and for thousands of years after. Chinese emperors, for instance, routinely relied on consultations with astrologers and other fortunetellers for important matters. Chinese court astrologers constantly looked for signs that foretold the future, seeking influence and security at court. Divination was used to diagnose illnesses, predict what would happen in battle, interpret dreams, and promote soldiers. In the second century BCE, Qin emperor Shi Huangdi ordered a huge, empire-wide book burning. The point was to end challenges to his policies based on the thinkers of the past. But books on medicine and divination were spared. 
Divination probably remained important well into modern times because of our relative lack of control over the world. Even those in the highest positions were still subject to natural disasters, for example. The scientific causes of events like plagues or storms were not clearly understood. Divination provided a sense of control over life. If a person had some clues about the future, that person might feel empowered to at least prepare himself. A farmer could plan for his future crops, and an emperor could plan for a war, for example. 
Since divination could not be disproved, and any failure in the prediction could be blamed on the person making the prediction, it was easy for people of earlier cultures to believe in. This, however, raises the question of why divination practices should still be so popular in the age of modern science. We have achieved a considerable understanding of, if not  mastery over, the environment. We are no longer totally at the mercy of the natural world. There does not seem to be any obvious, rational need for mysticism to give the world a sense of order. Even so, human life is still fragile. People still get sick, hurt themselves, and die. They still suffer from financial and emotional problems and worry about what the future will bring. One thing that has not changed since ancient times is that the future remains uncertain, and we have not outgrown our curiosity about it. 
Today, new technology and advances in science have allowed us to predict a wide range of phenomena—from life expectancy for individuals to earthquakes and the movement of celestial bodies. Nonetheless, the simple fact that we do not know precisely what will happen in the next week, month, or year adds uncertainty to our lives. Many people will do whatever is within their means to gain more certainty and security in their lives, and will often settle for the illusion thereof. In this sense, economists, financial analysts, business consultants, and even sports journalists are all in the business of selling insight into the future—some with accuracy comparable to that of fortunetellers. Divination, in all its forms, fulfills the same basic human need: the need to feel secure.  
Unit 2 Fighting Spam
Anyone who has ever had an email account has received spam. Spam is unrequested email that is sent out to a large number of recipients. It has existed for a long time, but has become a problem in recent years. Although there are ways to decrease spam, currently the only way to completely eliminate it is by not having an email address. 
There are several types of spam: junk mail, adult content, noncommercial, and scams, just to name a few. The most common is junk email— identical messages from legitimate businesses advertising their products. This unsolicited information is a continuation of the regular, paper junk mail of the past. Spam with adult content is usually a subcategory of junk mail. The messages direct the receiver to pornographic sites or advertise adult products. Non-commercial spam consists of messages without financial aims, such as chain letters, urban legends, social issues, and jokes. These emails often urge the recipient to forward the message to friends. Spam scams are fraudulent messages designed to swindle people out of money or personal information for the purpose of identity theft or other criminal activities. 
The most common problem with spam is that it’s irritating. This is especially true for users of email accounts with limited storage capacity.  Often they find themselves spending time deleting spam. Even with unlimited storage, large amounts of spam sometimes make it difficult to spot important correspondence. And spam filters sometimes mistake important emails for spam. Spam can also be a problem when advertisements for adult websites make their way to the email accounts of minors (children under the age of 18). And some groups, like senior citizens, are particularly vulnerable to spam scammers posing as representatives of government agencies or trusted corporations. Spam can also use up the resources of Internet service providers (ISPs), who then pass the added costs on to consumers. 
However, some ways to fight spam that gets past the filters are now standard email features. The most obvious way is limiting the public availability of email addresses. Email addresses should never be placed on public websites and should only be given out to trusted people and organizations. Whenever possible, it is wise to opt out of providing an email address unless you are certain it will not be passed on to companies that use spam. Another tactic is to complain directly to the ISP used by the spammer. Most ISPs will cancel the spammer’s account if they receive enough complaints. However, this option doesn’t always serve as effective enforcement because spammers can quickly activate new ISPs and email addresses. Another way is to file a complaint with the appropriate government agency enforcing spam laws. In the United States, the FTC (Federal Trade Commission) investigates all fraudulent spam email. 
Legitimate companies do purchase email addresses in bulk from other companies. Spammers involved in illegal activities, or hoping to avoid such costs, often use other tactics. For example, they may get addresses from newsgroup postings or Web-based discussion boards. Hence, it is often a good idea to open up a free, disposable email account when one is required to access a particular service. This directs spam to accounts you don’t actually rely on for important messages. Another way is to “munge” one’s email address. “Munging” is altering the email address so that it can be read by people but cannot be collected by software that spammers use to collect addresses automatically. For example, catjam@home.net can be written as catjamathomedotnet or c@tj@m at home_net. Although a person reading the email address can “fill in the blanks” to guess the right address, a computer program will not be able to authenticate the email address. Since spammers also often use software that “guesses” common email addresses, coming up with a unique email address is another way of avoiding the problem. 
Whatever method you use, until there are stronger laws against spamming and more effective ways to punish scammers, spam will continue to be a problem.
Unit 2 Using the Body for Identification
Technological advances have undoubtedly changed the way we engage in commerce and travel, as well as the way we live our lives. The Internet allows us to shop from locations all over the globe without ever showing our faces or even talking to another person. We can buy and sell stocks online and move enormous amounts of money from one bank account to another at the click of a mouse. And international travel is increasingly common, with people crossing borders and oceans on a regular basis. 
In short, the world is more accessible than it has ever been, but at a cost. How secure are our online transactions? With so many people crossing borders every day, how do we know we’re not letting dangerous people into our countries? Improving security is a top issue for many governments and consumer advocacy groups around the world. One response is biometric identification technology. This approach is being developed to recognize individuals, both to protect their own interests and to identify criminals. Biometric identification is not a new invention. Law enforcement agencies have been using photographs and fingerprints as biometric identifiers since the late 19th century. But both can also be used for security. A fingerprint scanner, for instance, can be used to grant personnel access to certain areas, and nowadays to one’s own mobile phone. Physiological biometrics, such as fingerprints and facial features, use human morphology to identify or recognize individuals. In addition to fingerprint scanners, there are software programs that identify faces, palms, and irises. Scanning these physical features ensures that the person being scanned is who he or she claims to be. Unlike a personal identification number, which is used to access bank accounts, it is extremely difficult, if not impossible, for criminals to steal biometric identifiers. 
Behavioral biometrics can also be used to identify people. Certain behaviors are unique to individuals, such as their voices or the way they type. The classic behavioral biometric marker is a person’s signature. Signatures are used as a guarantee, but can be problematic. They can be copied, for one thing. Also, people don’t usually scrutinize a signature until a problem is apparent. However, people do automatically recognize subtleties in the way a person speaks, such as intonation and regional accents. Typing patterns, likewise, would be very difficult to observe and mimic convincingly. 
Biometrics has two potential applications: identification and identity verification. Identification uses biometric information to discover the identity of an unknown person. Here, DNA evidence has joined fingerprints as a common tool of law enforcement. Identity verification is the process of making sure a person is who he or she claims to be. Today, we use passports to verify our identity when crossing borders. However, passports can be stolen or forged. But an effective biometric identification system would be difficult to fool. Because of this, many countries are considering biometric additions to or replacements of existing identification systems. India, for instance, has already enacted such a system. It uses fingerprint and iris scans in addition to photographs. 
However, there are ethical problems in developing biometric identification technology. Some critics worry about the possibility of criminal uses of the technology. In theory, if a legitimate organization can use biometric scanners to verify personal information, criminals might be able to use the same technology to steal that information. And civil liberties advocates raise concerns about the potential for abuse by authorities. Therefore, policymakers will need to balance security and law enforcement against personal freedom and privacy.
Unit 3 Xenotransplantation
Organ transplants have saved millions of lives around the world. Over the years, transplants have become much more sophisticated and now have a very high success rate. The problem is that it is difficult to find organs. People can be on waiting lists for years before receiving their much-needed organs, and many die while waiting. 
The problem is getting worse, as the demand is increasing while supply is decreasing. The reason for this trend is that the world’s population is getting bigger while accidental deaths are falling. Most organ donors are victims of car crashes; they were healthy people with healthy organs who were unfortunately killed. As safety standards and traffic law enforcement improve, fewer people are dying in car crashes. This is, of course, a positive development, except that it decreases the number of healthy organs available to those who need them. So the medical community is now looking to the animal kingdom for organs that might someday be used in humans. 
To date, however, no doctor has successfully performed an animalto-human organ transplant, known as xenotransplantation. The first major obstacle is the possibility that the human’s immune system will reject the organ. The human immune system is programmed to reject and attack foreign bodies in order to keep the body healthy. Rejection was a problem in the early days of human-to-human organ transplants as well. But over the years, antirejection medicines have been developed with great success. Yet these drugs probably will not work by themselves when the organ of a different species is introduced, so further measures need to be taken. Genetic modification of the organ seems to be one way to reduce the risk of complications.
 For example, pigs, which are a good candidate for xenotransplantation, have a protein called alpha-gal in their tissue. Normally this protein causes rejection in humans and in our primate relatives, monkeys and apes. But it can be modified to do the opposite: trick the human immune system into recognizing the tissue as human. The procedure has shown success in pigto-monkey transplants, which makes it promising for humans. After altering the gene, scientists could then clone the pigs and eventually breed them conventionally. Pigs breed quickly and have large litters, so a large supply of organs ready for transplants could be produced this way. 
One concern is the possibility that the donor organ could contain viruses that would infect the human body. Anti-rejection drugs, which would have to be used post-operation to ensure that the body continues to accept the new organ, weaken the immune system. This makes the person more likely to get an infection. Pigs’ DNA, for example, contains a virus that is harmless to pigs but could prove fatal to humans. Fortunately, scientists have identified a type of pig that does not carry this virus as part of its DNA. Scientists are also working on ways to prevent the virus from replicating by identifying the receptors that allow the virus to enter a cell. Another animal that seems likely to be a candidate for xenotransplantation is the baboon, which shares many genetic similarities with humans. This decreases the likelihood of rejection. The main problem with baboon organs is that they can transmit many viruses. In fact, baboonto-human transplants have been attempted, but the patients died of viral infections rather than organ rejection. Furthermore, unlike pigs, baboons reproduce slowly, like humans. They usually give birth to a single infant at one time, so it would be difficult to breed the numbers of baboons that would be necessary to meet the demand for organ transplants. 
An advantage of using pigs for transplantation is that to many people, it does not seem as morally problematic as the use of primates like baboons. Of course, some animal activists will argue that it is always wrong to kill an animal for the benefit of humans. But given that pigs are already raised for meat, the idea of using them to save human lives would not present a new ethical issue.
Unit 3 A Surge in Cosmetic Surgery
As it becomes more socially acceptable, we are witnessing a tremendous increase in cosmetic plastic surgery. According to 2013 figures from the International Society for Aesthetic Plastic Surgery (ISAPS), more than 23 million cosmetic surgical and nonsurgical procedures were performed worldwide—a figure expected to continue rising. The United States still has the most procedures overall, with Brazil gaining ground steadily. But South Korea tops the list in terms of per-capita procedures. Figures vary, but polls place the rate between twenty and thirtyfive percent of the population. One BBC poll reported upwards of fifty percent of South Korean women in their 20s have “had some work done.” Globally, the top three surgical procedures for women were breast enlargement, liposuction and eyelid surgery, while the top three surgical procedures for men were liposuction, eyelid surgery, and rhinoplasty (nose surgery). 
Liposuction is the removal of excess fat from beneath the skin. The doctor inserts a small tube into the skin, and a vacuum-like machine removes the fat. People are usually given general anesthesia for liposuction or local anesthesia if they’re only having one area done. Many doctors insist that liposuction is not a cure for obesity. It should be used when diet and exercise do not reduce fat in certain “trouble spots” of the body. That is why the ideal candidate is physically fit, exercises regularly, and is not more than twenty pounds overweight. Liposuction can cost from $2,000 to more than $10,000, depending on the number of areas treated, the type of area treated, and the amount of fat to be removed from those areas. The procedure may be performed on the abdomen, hips, thighs, calves, arms, buttocks, back, neck, or face. 
In addition to the three most popular surgical procedures, the numberone nonsurgical procedure favored by both women and men is Botox injections. Botox is a drug made from a toxin produced by the same bacteria that cause botulism (a type of food poisoning). Botox injections temporarily freeze the muscles that cause wrinkles, giving the skin a smoother look for about four months. These injections are becoming increasingly popular, with some people even throwing “Botox parties.” The party is a social gathering at which a doctor injects the participants with Botox. These injections can cost anywhere from $300 to $1,000 per shot. ISAPS’s 2013 study counted 3 million Botox injections administered around the world. 
There are many reasons why the number of cosmetic surgeries is increasing. As populations are getting older, the desire to look younger is raising the demand for all cosmetic procedures. In the US, for instance, many “baby boomers” think that looking younger will keep them more competitive in the workplace. Moreover, with improvements in medicine and technology, surgeons can perform procedures with less scarring and in a shorter period of time, which makes these operations more appealing. 
Many customers are also becoming better-informed about procedures and the precautions they must take before having cosmetic surgery, and this leads to better and safer results. These precautions include making sure that the doctor is a board-certified surgeon. There are many websites where the public can get information about plastic surgery, including risks, lists of qualified surgeons, and "before" and "after" photos, increasing confidence in the procedures. 
There are also financial factors behind the trend. In economically advanced countries like the US and South Korea, increased competition has brought prices down and overall volume up. Meanwhile, emerging economies like Brazil and China are producing new middle and upper-middle classes with higher disposable incomes. In some cases, these shifts are converging. South Korea, for instance, is a major destination for “plastic surgery tourism” originating elsewhere in East Asia. China’s new elite takes advantage of the advanced medical technology at many private Korean clinics, while Japanese tourists are mainly attracted by the relatively low prices.
Unit 4 Soft Drugs in the Netherlands
In almost every country, citizens have strong opinions concerning the ethics of drug legislation. Proponents of legalizing drugs believe the consumption or sale of some or all drugs should be legalized. Many say that “soft” drugs such as marijuana are no more dangerous than alcohol. They advocate for the legalization of small amounts of drugs for personal consumption. Antidrug activists, on the other hand, caution against the risks of those drugs to both individuals and society. They insist the legalization of drugs correlates with increases in crime, drug abuse, and addiction. What, then, is the truth? 
The Netherlands has a unique approach to its drug policy. It is directed by the idea that every human being should be able to make his or her own decisions regarding personal health. Dutch drug policy is based on the assumption that drug use cannot be completely eliminated. It also recognizes that there are legitimate medical reasons for drug use, such as smoking marijuana to relieve nausea associated with cancer treatment. Therefore, it distinguishes between soft drugs such as marijuana and hard drugs such as heroin, cocaine, and methamphetamines. These drugs often lead to physical addictions. All hard drugs are prohibited. But laws permit soft drugs to be sold in coffee shops and used in “hash bars.” Buyers just need to be at least 18 years old, and no more than five grams are sold in a single transaction. 
What are the empirical results of these liberal drug policies? Studies show that decriminalization of the possession of soft drugs for personal use and the toleration of sales of controlled substances have not resulted in higher levels of use among young people. The extent and nature of the use of soft drugs does not differ much from other Western countries. As for hard drugs, the number of addicts in the Netherlands is low compared with the rest of Europe. And they are considerably lower than those in France, the United Kingdom, Italy, Spain, and Switzerland. 
Contrary to the expectations of some anti-drug advocates, Dutch rates of drug use and addiction are lower in every category than those of the United States. This is in spite of the fact that historically, the US has aggressively tried to prevent any and all drug use by setting severe penalties for using or selling illegal drugs, even soft ones. The lifetime prevalence of marijuana use means the rate at which people use it at some point in their lives. According to the latest comparative figures, in the Netherlands the rate is a little more than half that of the United States. It is about twenty-five percent in the Netherlands compared with forty-one percent in the US. And lifetime heroin use in the Netherlands is about a third of that in the US (0.5 percent versus 1.5 percent, respectively). Drug-related deaths and the spread of AIDS (Acquired Immune Deficiency Syndrome) among drug users are also lower in the Netherlands compared to the US, and even compared to other European countries such as France, Germany, Spain, and Sweden. Overall, the Netherlands has the fewest drug-related deaths in all of Europe. 
Although it is tempting to conclude the lower drug statistics are the result of liberal policies alone, the Netherlands places a high priority on intervention in and prevention of drug use. For addicts who are Dutch citizens (or from the Dutch Antilles, Morocco, or Suriname, a former Dutch colony), there are methadone programs to help them quit. These programs have minimal requirements for admission and make very few demands on the clients. This encourages many addicts to seek help. Once addicts are enrolled, the government has an opportunity to share important information on how to prevent the spread of diseases such as AIDS and hepatitis B. Because these diseases are typically spread by infected needles, the Dutch also have a needle exchange program. Intravenous drug users trade in old needles for new, sterile ones. Amsterdam, the  largest city in the Netherlands, currently operates fifteen needle-exchange units. Hundreds of thousands of used syringes are exchanged for clean ones every year, which is extremely helpful in preventing the spread of diseases.
Unit 4 Morphine
Morphine is a very potent member of the opiate family of drugs used in the field of medicine to relieve pain. Opiates are natural products of poppy seeds, and synthetic versions can be manufactured. They work on the area of the brain that perceives pain, reducing the sensation. Because morphine is such a strong drug, it is meant to be used only by people in severe pain. This is because the side effects are significant and the risk of addiction is high. Morphine can be taken as needed for certain types of acute (severe) pain, such as that caused by a bad injury. And it can also be administered continuously for relief of chronic pain, such as that experienced by cancer patients. 
Friedrich Wilhelm Adam Sertürner was a German pharmacist who first produced morphine in 1805. Sertürner isolated morphine from opium, which is the dried latex sap present in poppy flower seed pods. It was the first isolated active ingredient of a plant. He called it “morphium” after Morpheus, the Greek god of dreams. Although it is not a hallucinogen, as the name might imply, it is more than just a pain reliever. Morphine also produces a euphoric mental state and relieves anxiety. This euphoric feeling made it a popular recreational drug. Historically, morphine was available over the counter. But widespread abuse led to its classification as a controlled (legally regulated) substance. Heroin is a more potent and faster-acting derivative of morphine, and it soon took over on the street as the opiate of choice. But even today, when heroin addicts have trouble finding their drug, they often use morphine as a substitute. Interestingly, morphine was used early on to treat opium addiction, and even alcoholism, until doctors realized that it was more addictive than both of those drugs. 
Because it is so addictive, doctors must exercise caution when prescribing morphine. When it is used to alleviate pain in people who are dying, addiction is not a concern, and the drug can be used to make the patient more comfortable during his or her final days. However, when it is used as an analgesic (pain reliever) in patients who are in severe pain but not dying, precautions should be taken. Dosage should be closely monitored, along with the appearance of withdrawal symptoms. Withdrawal is an indicator of addiction. It manifests itself as physical signs of the body’s need for the drug. In the case of morphine, these include nausea, diarrhea, fever and chills, watery eyes, a runny nose, headaches, body aches, tremors, and irritability. Tolerance is the other main sign of addiction. Tolerance refers to a patient’s needing more and more of a drug to achieve the same effects. 
Not only is morphine physically addictive, it is also psychologically addictive. A morphine addict, having gotten through eight to twelve days of withdrawal without resorting to morphine use, no longer has any physical dependence. The body becomes accustomed to not having the drug and resumes normal functioning. The cravings, however, will persist because the person has become psychologically dependent on the drug. They crave it and have a difficult time functioning without it. This can often lead to severe depression and anxiety. Many people have difficulty sleeping and even develop amnesia. Self-esteem is diminished as the person copes with living life without the help of a drug. 
Not surprisingly, relapse is very common among morphine addicts, especially when the factors in their lives that led them to drug abuse are not changed. A study of morphine addiction in rats illustrated this point. It showed that if the rat’s environment was made richer and more interesting after the removal of morphine doses, it coped better with psychological withdrawal. 
Morphine is a highly effective drug that can be used to alleviate pain, but it should be used under the close supervision of a doctor. The risk of addiction is high, and withdrawal is a painful process—the psychological element of which can last a lifetime.

Unit 5 The Spark of a New Era
Besides the obvious environmental concerns, consumers and policymakers now have plenty of reasons to consider alternatives to the gasoline engine. Although there is no consensus on how much oil there is left, as a non-renewable resource it is finite by definition. In terms of geopolitics, oil is often a cause of instability. Many oil-rich countries have used that advantage in ways the rest of the world resents. These dynamics have shifted an increasing amount of attention to alternatives, especially hybrids and fully electric cars. 
Environmental issues remain the most compelling reasons to explore electric alternatives. In the US, for example, automobiles account for a fifth of total human carbon dioxide (CO2) emissions, which have been identified as a major cause of global warming. Car exhaust also contributes to the growing problem of urban air pollution. Nitrogen dioxide gas (NO2) is a toxic byproduct of diesel fuel combustion. It’s rising above safe levels in urban areas all over the world. 
Electric technologies are cleaner across the board. It is important to note that electric cars still get their power from the grid, so they run on whatever the closest power plant does. The majority of them burn fossil fuels, including coal, which is hands-down the worst producer of CO2 and other pollutants. Nevertheless, electric cars still come out ahead. Even if they use one hundred percent coal-powered electricity, they create twentyfive percent less atmospheric pollution than their fossil-fuel counterparts. Electric options also have several economic advantages. The first is fuel costs: roughly $30 per month for electricity versus $100 for gas. And fully electric cars in particular require less engine maintenance and retain higher resale values than gasoline cars in the same classes. Until very recently, the sticker price of the electric car was the biggest disadvantage— most started at around $40,000. But tax incentives and a new generation of more affordable options mean that electric cars are now within reach for the middle class. In the US, the Mitsubishi i-MiEV is the cheapest fully electric car on the market. As of 2015, this four-door compact was listed at $22,295. After tax rebates, the real price could be as low as $12,295. To compare, the cheapest gasoline car was the Nissan Versa, at $12,800. 
Yet electric technology is not without its downsides. To date, the biggest problem is still plugging in, since electric owners need to be aware of the locations of electric charging stations and plan their destinations accordingly. Charging also takes quite a lot longer than filling a gas tank— between four and eight hours for most models. And the range of electric cars still reaches only about a hundred miles on a full charge. Gas cars vary more widely, but average between 400 and 500 miles. Stopping every hundred miles to charge for eight hours makes electric cars impractical for long road trips. Electrics also lag behind in performance. Top speeds tend to be slower, and the lighter materials often mean the cars are harder to handle. Further, while electric cars need maintenance less often, repairs are generally more expensive. This can include battery replacement in the $3,000 range. 
For electrics to really become a viable alternative, they have to improve upon the current lithium ion batteries, which are still simply too weak and too expensive. Teams at automakers, research universities, and government agencies are hard at work on this problem. Many of the proposed solutions utilize nanomaterials to pack more power into a smaller package—essentially to do for the electric car what silicon did for the personal computer. Some experts expect ranges of 500 miles to be commonplace within a decade. For most commentators, the pros will unquestionably outweigh the cons at that point.
Unit 5 Glacier Retreat
Global temperatures are rising as a result of carbon emissions, which trap greenhouse gases in the atmosphere. One of the first things to be affected by global warming are the large masses of ice known as glaciers. The higher temperatures not only cause the glaciers to melt, they reduce the snowfall as well. Glaciers are formed when snow falls on existing snow and the lower layer of snow is compressed, creating a large mass of ice. If some of the surface of the glacier melts during warmer weather, that’s OK as long as more snow falls to replace what was lost. But continually warmer temperatures mean that more ice is melting and less snow is falling. So the glacier cannot sustain its mass; in other words, it shrinks. We call this phenomenon glacier retreat because as the mass gets smaller, it seems to be retreating from landmarks. 
Why do retreating glaciers have scientists and environmentalists so concerned? First of all, most of the earth’s supply of fresh water is in the form of glaciers. The normal melting of glaciers during seasons of warmer temperatures provides fresh water to people, animals, and plants. If the glaciers are not able to sustain their mass, there will be less fresh water available for people to drink and use for raising crops. This could spell disaster for human populations around the world. Countries on every continent, including the US, China, India, and several eastern African nations, are already struggling to conserve water in the face of serious droughts. A reduction in glacier-fed river levels could be disastrous. 
Furthermore, while the disappearance of glaciers would mean diminished fresh water supplies, the process of this disappearance is causing floods and rising ocean levels. Most glaciers are located at higher elevations because of the colder temperatures found there. So when the ice melts, gravity propels the water downward via rivers and streams. More melting means more water is entering the river system, which may be unable to bear the increased volume, resulting in flooding. Flooding, in turn, destroys property and crops and disrupts the equilibrium of ecosystems. Once the water reaches the sea, it raises the water level, threatening coastal settlements. In addition, seawater can get into the ground water supply, further diminishing fresh water supplies as the seawater contaminates the fresh water with salt. Floods and rising water levels are forcing people to move, and the trend is expected to continue. 
In addition to destroying settlements and causing the displacement of thousands of people, the melting of glaciers can destroy the farms that once relied on them for irrigation—the movement of water for crops. This presents a looming problem for the world’s food supplies, as the disappearance of arable land places extra pressure on resources that are already threatened by rising populations. Furthermore, the disruption to ocean ecology affects fish and other animals. For example, corals rely on sunlight, and as the water level rises, their exposure to sunlight decreases. Fish that feed on the corals face reduced food supplies, and their numbers decline, adversely affecting the other fish, birds, and mammals that feed on them—including humans. 
The accelerated loss of glaciers, itself caused by global warming, also compounds the effects of global warming. Glaciers absorb about twenty percent of the sun’s heat and reflect the rest back. But when they disappear, the earth below gets exposed, absorbing eighty percent of the sun’s heat and only reflecting twenty percent back. So the earth’s temperature increases, making the problem worse. Projections for the future are worrying, since demand for water is expected to increase as the population grows and as temperatures rise. Glacial retreat is thus one of the most pressing environmental problems we face today.
Unit 6 Are Eyewitnesses Reliable?
At 5:30 one morning in 2007, a Scottish father of two named William Morris woke up to a nightmare: the police were storming his apartment. With their black uniforms, ski masks, and weapons, they were a vision straight out of an action movie. Morris was arrested and convicted of a bank robbery, largely based on the testimony of four eyewitnesses. Yet Morris hadn’t committed any crime—he was innocent, a fact that did not come to light until DNA evidence identified the real robber, a career criminal. Morris’s case was among the 3.5 percent of convictions overturned yearly in the UK, and this problem occurs worldwide. 
Wrongful convictions that are predominantly based on eyewitness accounts raise the question of how reliable such witnesses are. How much importance should juries place on their testimony? In recent decades, scientific research has revealed that eyewitness accounts are often inaccurate. Neuroscientists and psychologists now know that the human mind does not act like a video camera, recording and replaying everything faithfully. Rather, human memory is a complex process vulnerable to distortion at every stage. The process of memory can be divided into three basic steps. 
The first step is perception and processing. This is when an event is perceived, and then “bits” of information are stored in the neural networks responsible for memory. Since the human mind can’t possibly process and retain every piece of information it receives, it filters out most of the information in accordance with the viewer’s attention and focus. In the second step, the brain sorts and retains the memories so that they can be retrieved later. The third step involves a search of our memory “files” to locate information. 
The type of event observed is significant in determining the accuracy of details the eyewitness is able to recall. Important factors include the length of the observation and the complexity of the event. The shorter and simpler the event, the more accurate the memory of it will be. So, for instance, it’s easier to correctly remember the details of an accident involving one car than those of an accident involving several cars. Experiments have also shown that fear and stress can disrupt our perceptions, thereby distorting memory. When under stress, people are most conscious of details that contribute to that stress. A good example is “weapon focus”: someone faced with a gun can more readily remember details about the gun than about the person holding it. 
Furthermore, memory can become distorted while in storage and during retrieval. Expectations affect how we recall an event. When witnesses to a crime are shown several photographs by police and are asked to identify the criminal, they expect to see the real criminal among the photos. Therefore, the witnesses’ answer is seldom “none of the above”—even when that is the correct answer. Memories also deteriorate over time, and portions of an event can be forgotten. People often unconsciously fill in the gaps because the human mind prefers a “complete” picture. Intervening occurrences can also change recorded memories. For example, a witness may read or hear stories about a crime they had witnessed and then unconsciously combine this after-the-fact information with the previously stored memory, as if they were one and the same. And this will happen each time a witness recalls a memory, making the information progressively less reliable with each retelling. 
In sum, we now know there is no such thing as a totally accurate memory. Recently, courts have acknowledged this issue and have begun educating jurors about the problems with eyewitness testimony.
Unit 6 The Presumption of Innocence
One of two basic attitudes sets the tone of a legal system. One attitude presumes a defendant is innocent until proven guilty. This concept places the burden of proof on the prosecution. The second basic attitude presumes the opposite: that a person is guilty of the crime he or she has been arrested for, and proof must be given to the contrary. Most legal systems embrace the first attitude, which is considered by many to be a basic human right. In fact, it is called for by Article 11 of the United Nations Universal Declaration of Human Rights (UDHR). 
The presumption of innocence is based on a conception of people as mostly honest and respectful of society’s laws. This principle aims to preserve the human dignity of accused persons, as well as to protect them from false accusations by corrupt authorities or others. Because the burden of proof is on the prosecution, the law does not require an accused person to prove his innocence or to produce any evidence at all. If the prosecution fails to make its case, the person is regarded as not guilty of the crime. Essentially, the idea behind this legal proposition is that to punish an innocent person is the worst possible outcome. The 18th-century British jurist Sir William Blackstone summarized this ideal by saying, “Better that ten guilty persons escape than one innocent suffer.” 
In jury systems like that of the United States, a jury is formed to render a verdict for court trials. Jury members are summoned from the general population and consist of individuals who typically have little or no legal training. It is therefore necessary to ensure that the persons sitting on the jury are aware of the obligations each side has in presenting their case. In the United States, jury members may be read the following explanation regarding the “burden of proof” in a legal case: “The defendant enters this courtroom as an innocent person, and you must consider him to be an innocent person until the State convinces you, beyond a reasonable doubt, that he is guilty of every element of the alleged offense. If, after all the evidence and arguments, you have a reasonable doubt as to the defendant’s having committed any one or more of the elements of the offense, the law explicitly dictates you must find him not guilty.” 
Proof “beyond a reasonable doubt” means that a reasonable person would consider the accused criminal guilty. This standard does not require the government to prove a defendant guilty beyond all possible doubt. On the other hand, it is not enough to show that the defendant is probably guilty. In a criminal case, the proof of guilt must be stronger than that. 
For instance, imagine that a man is accused of stealing something from someone’s home. There were no witnesses to the crime, and the police did not find the accused man’s fingerprints at the scene. Police arrested the defendant because he tried to sell the item that was stolen, but he said that he found the stolen item discarded in a bush. In this case, a jury might consider it likely that the suspect stole the item. But his claim that he found it is reasonable, and there is no evidence against it. Thus, in this scenario, the proper verdict would be “not guilty.” 
The presumption of innocence is based on the idea that juries should be guided only by a full and fair evaluation of the evidence. Whatever the verdict may be, it must not be based upon speculation. Nor should it be influenced in any way by bias, prejudice, sympathy, or a desire to bring an end to the duty of the jury.
Unit 7 Cupid and Psyche
Venus, the Roman goddess of beauty and love, heard rumors of a mortal named Psyche who many claimed was more beautiful than herself. Venus was filled with jealousy and ordered her son, Cupid, to shoot Psyche with one of his magic arrows. This would make her fall in love with the most hideous monster on earth. 
Cupid followed his mother's orders, but as he was taking aim at Psyche, his finger slipped. He pricked himself with the tip of his own arrow, causing him to immediately fall deeply in love with Psyche. Cupid informed Psyche’s family that it was the will of the gods for her to climb to a mountaintop and be united in matrimony with a terrible monster. Bound by duty to the gods, they complied. 
When Psyche reached the mountaintop, it was dark, but she felt a warm wind and was suddenly transported to a magnificent palace. After a relaxing bath and a delicious meal, accompanied by melodious music that seemed to come from nowhere, Psyche fell asleep. 
For the next several nights Cupid visited her, secretly replacing the monster as her husband. He always arrived after dark and departed before dawn, forbidding her to look upon him. Though she could not see her new husband, Psyche consented to the arrangement and eventually fell in love with him. Cupid told her it was unnecessary to view his face, provided she trusted him and returned his affections. 
In time, however, Psyche found she could not constrain her curiosity. So one night, after Cupid had fallen asleep, she lit a lamp to illuminate his face. Upon seeing her husband’s lovely face, her hand trembled with delight, causing a drop of hot oil to fall onto Cupid’s shoulder, awakening him. Clutching his shoulder, he said, “I loved you and asked only for your trust; but when trust is gone, so love must depart.” With that he flew back to Venus, who greeted her son with a burst of rage for deceiving her and imprisoned him in her palace.
As soon as Cupid deserted Psyche, the magnificent palace vanished, leaving the poor girl alone on the cold peak. After wandering night and day in search of her lost love, Psyche finally approached the temple of Venus in desperation. There, the goddess angrily agreed to help only if Psyche succeeded in a difficult task. She commanded the trembling and fearful maiden, “Take this box and go to the underworld and ask the queen of that realm, Persephone, to put a little of her beauty in the box for you to bring back to me.” 
Psyche set off on her venture, full of trepidation. Suddenly she heard a voice, which commanded her to give a coin to Charon, the ferryman, who would take her across the river Styx bordering the underworld. The voice also ordered her to give a cake to Cerberus, the fearsome three-headed watchdog that guarded the underworld. “Above all,” said the voice, “once Persephone has placed some of her beauty in the box, do not open it!” 
Psyche obeyed the voice’s commands, and after collecting a bit of beauty from Persephone, she rushed to return the box to Venus. But once again she could not control her curiosity, so she lifted the lid of the box and was immediately overcome by a deep and heavy slumber. 
Meanwhile, Cupid managed to escape the palace of Venus through a window, and no sooner had he flown outside than he saw Psyche’s motionless body. He rushed to her side, embraced her, and lifted the heavy sleep from her body and placed it back into the box. He told her to carry the box to Venus and promised to return shortly, at which time all would be well. 
Overjoyed, Psyche hurried to fulfill her task while Cupid flew to Jupiter, the king of the gods, and begged him to bless his marriage to Psyche. Jupiter not only agreed but also granted Psyche immortality to match that of her husband. Thus, with the marriage of Cupid and Psyche, Love and the Soul (which is what “Psyche” means in Greek) were happily united at last.
Unit 7 The Truth About Memoirs
A memoir is a type of autobiographical writing. “Memoir” is a French word that means “memory.” In a memoir, the author recalls meaningful experiences in his or her life. While the memoir is a subclass of the autobiography genre, it is actually quite different from an autobiography. An autobiography is a work of nonfiction that is a comprehensive, chronological account of a writer’s entire life story. An autobiography usually requires research into dates, places, and events, while a memoir is shorter and focuses on a part of a writer’s life recalled from memory. A memoir presents pivotal, life-changing events that have shaped some facet of the author’s identity. While an autobiography is an objective retelling of facts, a memoir tends to be more emotional. With compelling plots and sometimes almost literary characterizations of real people, many memoirs read like novels. 
An early example of a memoir is a book published in England in 1821 called Confessions of an Opium-Eater by Thomas DeQuincey. The book describes in detail DeQuincey’s addiction to opium and alcohol. It was widely read, not only for the incredible details of addiction it presented but also for the clues into the psychology of addiction. A modern-day example of a memoir is by Frank McCourt. In his book Angela’s Ashes, McCourt recounts his childhood in Ireland and New York City. McCourt grew up poor with a mostly absent father and a mother, Angela, who raised her children despite tremendous financial and personal obstacles. 
The memoir is a genre with a wide appeal. Why are memoirs so popular? One reason is that people are inherently curious about other people. We might know the intimate details of the lives of only a handful of people, such as our family members or our close friends. But when we read a memoir, we can enter into the world of the writer and find out what it is like to experience something we may never experience: an incredible adventure, a great loss, or a seemingly insurmountable problem.
Memoirs can be appealing because true stories are often more powerful than fictional stories. For example, many readers of Elie Wiesel’s memoirs about his experiences in a Nazi concentration camp are struck by the fact that this is a real person who has lived through incredible adversity to tell his story. Brooke Shields, an American actress, wrote a memoir entitled Down Came the Rain in which she tells of her debilitating struggle with postpartum depression. Women who have had a similar experience were able to see that other people struggle with the same things. 
But are memoirs entirely accurate? They are mostly written from memory, and many memoirists freely admit that memories fade over time. Events can be forgotten, left out, or told in a way that might technically contradict certain facts. As readers, we should be able to trust the writer to be truthful most of the time, at least in intention. But several memoirs have turned out to be partially or completely untrue in ways that disappointed many readers. One extreme example was Love and Consequences by Margaret B. Jones. In it, Jones, who is part Native American, chronicles her tough experiences growing up in and around gangs in South Central Los Angeles. The problem: Margaret Jones does not exist. She, like her so-called memoir, was pure fiction, invented by Margaret Seltzer, who grew up in a rich suburb and attended private schools. 
In spite of some controversy surrounding the truthfulness of memoirs, they remain a compelling literary form that will undoubtedly continue to touch readers in a fundamental way. Publishing companies are starting to do background checks on authors to verify the events presented in memoirs, but they are not about to give up on a genre that has contributed so much to their profits and to the pleasure of readers.
Unit 8 The Origin of the Universe
The origin of the universe has always been disputed. While the traditional wisdom of all cultures offers explanations, none has definitely proven how—or even if—the universe began. Most religions believe that the universe was created by a supreme entity. According to this view, there was a time when there was no universe, and some religions foretell an end to it. 
On the other hand, thinkers like the Greek philosopher Aristotle questioned the necessity of a beginning. He believed the universe had existed and would exist forever, and was eternal and perfect. One thing that these two schools of thought originally had in common was that the universe itself was static, or unchanging. This made sense, as the technology of the time was not advanced enough to observe any major changes. We learned much about the universe and Earth’s place in it in the following centuries, however. Then, in the 19th century, evidence began to challenge the idea that it is motionless and unchanging. At this time, several European physicists helped formulate the Second Law of Thermodynamics. This states that the total amount of entropy, or disorder, of the universe always increases with time. Ordered structures, in other words, eventually fall apart, thereby increasing entropy. 
The universe must be changing in some way in order for its entropy to increase. Also, according to Isaac Newton’s law of universal gravitation, each star in the universe ought to be attracted to each other and thus start falling together and collapsing at a central point. If the universe were motionless, then the result would be an unavoidable collapse. Physicists soon concluded the universe could be contracting or expanding—but could not be standing still.
In the 1920s, US astronomer Edwin Hubble observed a crucial phenomenon that increased our understanding of the question. Using a powerful new telescope, he identified a group of celestial objects outside our own galaxy. By observing the Doppler shift of these stars—the way the wavelengths and colors of their light changed due to their motion—he realized that they were receding from our own position in the universe. In fact, all the observable galaxies were moving away from each other, too. Furthermore, the more distant the galaxy, the faster it was moving away. This observed acceleration implied the universe was expanding. 
Hubble’s observation led to the assumption that at some point, all matter in the universe was close together. The event that started its expansion is referred to as the Big Bang. According to the Big Bang theory, time and space did not exist prior to the beginning of the expansion. Thus, the age of the universe can be calculated using the distance and the velocities of the stars traveling away from us and working backwards to find when they were all together at one point. The age of the universe is estimated to be between 12 and 14 billion years. 
The Big Bang theory has led to many other theories and predictions in science. In the 1940s, physicist George Gamow realized the early universe must have been extremely hot and dense. As the universe expanded, it would cool down, and the initial hot radiation should eventually be observable as uniform radio waves throughout space. In the 1960s, Robert Wilson and Arno Penzias discovered cosmic uniform radio waves that implied a temperature of about 3 degrees above absolute zero (Kelvin). Later, technology enabled scientists to take very detailed wavelength and thermal measurements of this radiation. They confirmed that it is extremely uniform, is of the shape predicted by the theory, and has a temperature of 2.7 degrees Kelvin. This observation provides strong evidence that the Big Bang theory is valid.
Unit 8 Space Tourism
One long-term goal of early human missions into space was the possible colonization of distant planets. That goal still seems far off, but today ordinary people with enough money can at least visit space, and we are on the threshold of a new space travel paradigm. 
Private citizens have been traveling into space for some time now. In 1998, a US company called Space Adventures started selling space flights in the world market. The flights haven’t been cheap—they average $20 million to $40 million—but the company has helped send seven people into space. In April 2001, US multimillionaire Dennis Tito became the first private citizen with a ticket to space. Traveling on the Russian ship Soyuz TM-32, Tito visited the International Space Station for seven days, orbiting Earth 128 times. Several travelers, all multimillionaires or billionaires, have since followed. 
Space Adventures is pre-selling a full array of flight experiences launching in the near future. A suborbital flight costs about $100,000. These flights will soar to the edge of space—more than sixty-two miles above Earth—where the engines shut down for five minutes and passengers experience weightlessness while they gaze at the planet below. Undisclosed prices for future trips around the moon, with stops at special “spaceports” along the way, are estimated to cost $100 million. In the future, the company plans to add space walks to their lineup, in which spaceflight participants can cavort in space while tethered to the ship by a special line. 
Notable entrepreneurs entering the expanding field include Elon Musk, founder of Tesla Motors and SpaceX, and Amazon.com founder Jeff Bezos. But a lesser-known American entrepreneur named Robert Bigelow may be the closest to entering a larger, if not large, market. His company, Bigelow Aerospace, is working on a series of habitable complexes for the suborbital atmosphere. By some estimations, one could launch as soon as 2017. The first module, called Sundancer, was actually scheduled to be unveiled in 2014. Sundancer was an inflatable module designed to fit in the payload bay of a rocket and then expand to house three people. The company abandoned the project in the later stages, but did not abandon the concept. Sundancer was replaced by the BA 330, named after the number of habitable square feet inside. 
By joining modules together, even larger complexes can be crafted to hold up to fifteen people. Bigelow hopes to rent space in orbital modules for foreign countries to conduct scientific research. Suborbital modules would be available as space hotels for ordinary people who want a unique vacation. Compared to a trip around the moon, the Bigelow space complex is a bargain; cost projections for a four-week stay are around $15 million, with another four weeks for an additional $3 million. 
Other companies, such as Virgin Galactic in America and EADS Astrium in Europe, are developing “rocket planes” reminiscent of the space shuttle for commercial passenger flights. These aircraft will go almost seventy miles into the air—above the international Earth-space boundary—and reach speeds of Mach 3. Virgin Galactic hopes to offer low-gravity civilian space flights within a few years. It has already sold 200 seats for a two-and-a-half hour flight on its rocket plane the VSS Enterprise at up to $250,000 apiece. But, as is the case with government space agencies, private travel involves some risk. In October 2014, a test version of the VSS Enterprise crashed in the Mojave Desert, killing one of the pilots and seriously injuring the other. Within days of the tragedy, 20 of the 700 people who had signed up—about three percent— cancelled their reservations. Virgin Galactic founder Sir Richard Branson reacted angrily to the media portraying the accident as a “crisis,” pointing out the company’s excellent safety record and the much higher number of test accidents in conventional commercial aircraft.
Unit 9 Extreme Sports
Broadly speaking, when we think of sports we think of joining a volleyball team, playing basketball at a neighborhood court, or taking tennis lessons at a local fitness club. But for some, sports mean something different: skydiving from an airplane thousands of feet above ground, scaling a tall wall of ice, or snowboarding down the steepest of hills. These are but a few of what we now call “extreme sports.” Extreme sports are activities, mostly practiced by young people, that involve great speed or height, present a certain element of danger, and often require high levels of coordination and specialized equipment such as a surfboard, airplane, or rock-climbing gear. They are generally not team sports. They are practiced by individuals who, rather than helping a team to victory, push themselves to their own physical limits, overcoming personal and environmental obstacles to achieve a goal. 
Extreme sports began as a sort of counterculture. To many youths fed up with the status quo, traditional sports presented a narrow framework with rules and regulations that seemed oppressive. Extreme sports, by contrast, presented a more informal framework and the opportunity to do what they wanted, how they wanted. Some extreme sports are less-controlled versions of their traditional counterparts. For instance, scuba diving places an emphasis on safety and the proper use of equipment, but “free-diving” challenges participants to reach great underwater depths without the help of a breathing apparatus. Similarly, “free running” and parkour—best described as urban gymnastics—are based on skills associated with track and field and traditional gymnastics. But free running and parkour participants use features of their environment to jump on and off of. The result is reminiscent of an action movie chase scene, a kung-fu movie, and the Olympics. 
One thing extreme sports have in common is the risk of bodily harm. But why? Psychologists say that some people actually crave the adrenaline rush that comes from risk-taking endeavors. Adrenaline is a chemical the body produces when a person is in a stressful, dangerous, or frightening situation. It results in an increased heart rate and metabolism, and enhances alertness and muscular performance. Psychologically, an adrenaline rush can produce a sense of euphoria that can actually be addictive, like a drug. Hence, extreme sports enthusiasts are often characterized as “thrill junkies.” Psychologists believe that repeated spikes in adrenaline can give people the feeling that they are unstoppable and able to beat any odds. Such feelings are strengthened by an incredible sense of accomplishment when they manage a seemingly impossible feat. 
Extreme sports have enjoyed phenomenal popularity in recent years. The X Games, held every summer and winter, are the Olympics of extreme sports and are viewed by millions worldwide. (And snowboarding and freestyle skiing have, in fact, been added to the Olympics.) More and more young people are taking up activities like cave diving, kite surfing, or bungee jumping instead of traditional team games. 
Because they have become so popular, extreme sports are now big business. Corporations have realized that they can make a lot of money by advertising during the X Games or hiring a well-known athlete to endorse a product. Extreme sport fashion has also become a huge moneymaker for corporations. Although there are no regulated uniforms in extreme sports, the fashion world has influenced what the athletes wear. But not all extreme sports enthusiasts welcome this change. By definition, such popularity and commercial success have taken what was once a counterculture niche and made it “mainstream,” or normal. The loose, baggy clothing by big-name designers, along with accessories such as sunglasses, hats, and gloves, are pricey and are favored by youth who have no connection to the sports. This adds weight to accusations that extreme sports have “sold out” to corporate greed. 
Such criticism doesn’t remove the appeal of extreme sports to the young and adventurous. Athletes will continue to push the limits of what we thought humanly possible, and the world will sit back and watch—nervously, perhaps, but also with admiration and amazement.
Unit 9 Wearable Fitness Trackers
In June of 2015, FitBit CEO James Park had something worth keeping track of besides his footsteps. The FitBit IPO (initial public offering) was among the strongest of the year. The company's stock prices soared in the first hours of trading and retained their value after the hype wore off. FitBit was at the forefront of a new wave of health and fitness products: fitness trackers. 
Electronic fitness trackers are a cross between medical biometric devices like the EKG machine, which tracks the heart’s electrical activity, and a personal trainer. Based in part on the motion sensors in a Wii controller, the devices and their accompanying software can track a range of variables. These include steps taken, floors climbed, pulse rate, calories burned, hours spent standing, and hours spent sleeping restfully. Fitness trackers can even provide encouragement. The FitBit platform, for instance, awards “badges” to users when they reach certain milestones, such as losing five pounds. These devices promise users a more precise and systematic way to pursue their goals. 
Trackers are becoming increasingly popular. A 2013 Pew Research Center survey found that one-fifth of adults polled use them as part of their exercise routine. And initial evidence suggests they may really help. The basic concept of counting steps has been around for quite a while with the pedometer, a simple electronic device that does only that. Although fitness trackers have more elaborate features, they all include pedometers. Counting steps is a sort of exercise supervision. Studies were conducted on the effects of keeping track of steps in 2007, 2009, and 2010 at US and Canadian universities. All three confirmed that people who do it lose more weight than those who walk or run as frequently but without tracking exactly how much. 
Recent data on the dangers of sedentary lifestyles may also be driving sales. Because sitting still on the job causes health problems that are irreversible even with regular exercise, many are enlisting the help of fitness trackers. Counting steps and floors climbed at work can help users consciously increase the total amount of movement per day and counteract the effects of sitting still in front of a screen. 
There are some concerns, however, about how accurate fitness trackers really are. One 2013 study found that trackers worn on the foot give an accurate estimate of number of steps taken, but waist and wrist models varied widely in accuracy. And a 2014 study found that the “calories burned” features of fitness trackers were also unreliable, with errors as much as 23.5 percent. This led some experts to question whether fitness trackers have really improved on the simpler (and much cheaper) pedometer. 
Worse than being a little off, some fitness tracker features bother health professionals because of what they see as meaningless metrics. The sleep tracking modes of some devices, for instance, are attached to the wrist. By recording movement throughout the night, these trackers supposedly measure periods of rest and wakefulness, quantifying the amount of restful sleep the user is getting. That would be a very useful feature—if wrist movement were an accurate indicator of sleep quality. But sleep researchers point out that brain waves, which the trackers cannot record, are the only good quantitative measure of how restful sleep is. 
One thing everyone can agree upon is that exercise works. Every little bit counts, and many people do seem to be motivated by feedback from the devices. An old saying in management is, “That which is measured improves.” So while the difference in value between a $10 pedometer and a $100 fitness tracker may be debatable, either one is better than nothing.
Unit 10 The Electronic Revolution

In the sense of using electronics to make music, “electronic music” has been around since the beginning of the 20th century. But what we think of today as electronic music—a wide genre that loosely fits under the umbrella of electronic dance music, or EDM—originated in the underground urban nightclubs of the late 1970s and early 1980s. Although its popularity has waxed and waned from the start, electronic music is currently as strong as ever. 
Although they defy strict categorization, most EDM and its close variants share some basic characteristics. The first, as the name implies, is the integral role of electronic sound synthesis. This began with traditional analog electronic synthesizers and moved into digital synthesizer composition during the digital revolution. As the letter “D” implies, the music emphasizes repetitive dance rhythms that are heavy on drums and bass. Most EDM has a simple, 4/4 rhythm because it is uplifting and easy to dance to. Repeat the words “boots and pants, and boots and pants” over and over again aloud. That’s the classic EDM beat. Vocals tend to be downplayed, if they are even present at all. As DJs are central, and often also the original artist, the music favors electronic effects like cross-fades, equalization effects, and digital sampling. 
Electronic music had three distinct focal points of development. In Chicago it was “house” music, named for the house parties where it was played in the early 1980s. Like its hip-hop cousin, house was born in black urban neighborhoods. “Techno” took hold in Detroit around the same time. Both used the “four on the floor” beats in 4/4 time (“boots and pants”). But house had melodic roots in soul, funk, and disco, whereas techno was more minimal and synthetic-sounding. It often features nothing more than a drum machine and robot-like bleeps and buzzes. In this regard, Detroit techno formed a bridge to Berlin, where European bands like Kraftwerk were defining the European electronic sound. Foretelling the later multicultural flavor of EDM, the music scenes of Berlin, Detroit, and Chicago all influenced one another. 
In the 1990s, diverse underground electronic movements converged under the term “electronica.” This coincided with the beginnings of the “rave” scene. Raves began as informal and usually illegal gatherings that charged admission and changed venues every time. The unauthorized use of abandoned warehouses and other urban spaces along with spontaneous, word-of-mouth events contributed to the music’s counterculture appeal. British musicians dominated raves on both sides of the Atlantic. Artists like the Chemical Brothers, the Prodigy, and Fatboy Slim began their careers at raves. They subsequently enjoyed mainstream success beyond the club scene, selling out concerts in stadiums. 
A third electronic wave hit home with Millennials in the early 2000s. Artists like Skrillex, Deadmau5, Diplo, and David Guetta appealed to the opensource philosophy of the Millennial generation. The lines between producing music and DJing blurred and expanded the definition of musicianship. DJs became more than just kids with cool record collections. They demanded recognition of the skills they exhibited in making remixes and manipulating tracks during live performances. And they got it. Artists like Skrillex took things one step further by encouraging and giving exposure to remixes by fans. This was a turning point. No longer passive consumers, the audience was now involved in the creative process, too. 
But like any musical genre, EDM has had its share of critics. Some fans of the music’s counterculture roots question its current authenticity. They claim that too few EDM DJs are actually doing anything on stage. So-called “pressplay DJs” pre-record entire sets and then simply hit the "play" button. Some fans dislike this lack of virtuosity—the ability to play a real instrument or sing with real skill. And some people are simply tired of it because it has gotten too much exposure. But musical trends are cyclical. EDM may be headed for a fall, but it will most certainly rise again in a new electronic incarnation.
Unit 10 Mandela’s Fight Against Apartheid
Apartheid was a system of legal racial segregation enforced by the National Party government of South Africa between 1948 and 1990. It continued the more informal racial hierarchy put in place by Great Britain in the late 19th century. Apartheid formally allowed the ruling white minority in South Africa to segregate and discriminate against the vast majority: black Africans mostly, but also Asians and other people of mixed races. Under apartheid laws, South African blacks were not only denied voting rights but were also forced to stay in small sections of the country. Travel was only possible with “pass books” designed to regulate the movements of black Africans in urban areas. It was during these times that Nelson Mandela rose up as a major speaker against the injustice of apartheid. 
In 1944, Mandela joined the African National Congress (ANC), a political party formed to increase the rights of the black South African population. At that time the ANC worked relatively quietly for more legal inclusion. But under the Program of Action started in 1949, it began boycotts, strikes, and civil disobedience against apartheid. In 1952, as volunteer-in-chief of the ANC’s Campaign for the Defiance of Unjust Laws, Mandela organized the fight against apartheid discrimination. This led to a criminal conviction but also increased respect from his peers. He was then elected a deputy president of the ANC. 
During this period Mandela came to the conclusion that violence was inevitable since the government met peaceful demands with force. Thus, in 1961 he helped form Umkhonto we Sizwe (“Spear of the Nation,” abbreviated as MK). With MK, Mandela coordinated sabotage campaigns against military and government targets. Mandela also raised funds for MK abroad and arranged for paramilitary training of group members. 
In 1962, Mandela traveled abroad illegally to gather support for the antiapartheid struggle. Upon his return he was arrested, convicted of crimes in two separate trials, and handed a life sentence. But Mandela continued to demand equality from within the confines of Robben Island Prison. 
Mandela rejected an offer of release on the condition that he renounce armed struggle by stating, “What freedom am I being offered while the organization of the people remains banned? Only free men can negotiate. A prisoner cannot enter into contracts.” 
Mandela firmly believed that the struggle for freedom was not only for the oppressed but also for the oppressors. “A man who takes away another man’s freedom is a prisoner of hatred,” wrote Mandela in his autobiography. “He is locked behind the bars of prejudice and narrow-mindedness. I am not truly free if I am taking away someone else’s freedom, just as surely as I am not free when my freedom is taken from me. The oppressed and the oppressor alike are robbed of their humanity.” 
After twenty-eight years in prison, Mandela was released in 1990. The following year he became president of the ANC. In 1993 he was awarded the Nobel Peace Prize for helping to end apartheid. Finally, in 1994 Nelson Mandela was elected president of South Africa and remained in that office until June 1999, when he stepped down by choice after serving one term. He remained active in philanthropic organizations he founded and continued speaking on international issues. From 2004 Mandela largely withdrew from public life, enjoying the privacy that had been elusive during a lifetime of tireless activism. Then, in 2013, he finally succumbed to the respiratory problems that had begun decades before in prison and passed away, leaving a legacy on a par with that of Gandhi and Martin Luther King.
Unit 11 Differing Conceptions of Time
Culture has a great influence on how we think, feel, and act. In fact, some cultural anthropologists even think that culture is a kind of template for our thoughts and feelings. One of the most basic aspects of any culture is the concept of time. 
According to anthropologist Irving Hallowell, there is no evidence that people have an inborn sense of time. Hence, our temporal concepts are products of civilization and, more specifically, individual cultures. And studies suggest that children adapt to their temporal culture at very young ages. This temporal culture forms the basis for our participation in and enjoyment of language, music, poetry, and dance. And while we often take it for granted, the natural rhythms that underlie such pastimes are one reason people from similar cultures have an easier time forming bonds. Small differences can easily make someone from another culture appear “pushy” or “lazy.” 
Of course, cultures differ in how daily events are scheduled and in how different parts of the society interact. Sociologists break such issues down into cultural perceptions. One type of cultural temporal perception is polychronic. This kind of perception is often a characteristic of cultures with warmer climates such as in Mediterranean or Middle Eastern countries. These cultures emphasize the involvement of people and a variety of processes rather than strictly following a preset schedule. Polychronic peoples seldom feel that time is wasted or lacking simply because events don’t occur on schedule. They tend to do many things at the same time, and they may appear easily distracted to people more accustomed to strict scheduling. They are more committed to interpersonal dynamics than time schedules. For polychronic peoples, work time is often inseparable from personal time, so business meetings will often be a form of socializing. Also, they are inclined toward very close relationships within select circles and like to build lifetime relationships.
Monochronic cultures, on the other hand, are oriented toward tasks and schedules. This monochronic approach is often seen in the cultures of colder climates—for example, in northern European countries or the Northeast coast of the United States. Monochronic peoples have a more concrete and less flexible concept of time, and such cultures may believe “time is money.” More accustomed to short-term rather than lifetime relationships, monochronic peoples value privacy highly. 
As you might expect, people from polychronic and monochronic cultures have difficulties in adjusting to each other and often have cultural misunderstandings. For example, because monochronic culture is highly compartmentalized, monochronic peoples tend to sequence conversations as well as tasks. They would not, for instance, interrupt a phone call in order to greet another person who just came into the room. In contrast, some polychronic peoples would consider it rude not to greet a third person even if they were talking on the phone. Similarly, they might bring up topics in business situations that people from monochronic cultures would wait to discuss on a break or at lunch. Across cultures, this might make one person seem frivolous, and the other cold or even rude. 
With national borders being eroded in an era of global commerce, such cultural misunderstandings are becoming more apparent. Being late to an appointment, socializing during business meetings, or taking a long time to get down to business is normal in Saudi Arabia or Italy. But these sorts of behaviors will quickly have an American or German glancing at the clock in frustration. Without informed efforts at understanding and bridging such gaps, a small misunderstanding can very easily snowball into a ruined deal. 
Ultimately, with the increase in the globalization of business, entertainment, and even living, learning and understanding cultural differences and being able to meet others halfway will become an important skill.
Unit 11 Investigating Gender Roles
The modern push for equal rights has coincided with women’s entrance into the workforce, where they found unequal pay and obstacles to advancement. In that sense, “women’s liberation” began as a class struggle. In the 1960s and 1970s, feminist leaders recognized this and compared their cause to the civil rights movement. 
In this context, social science researchers have examined how gender roles factor into the allocation of power within a society. And they have found no shortage of evidence that societies have fundamentally different attitudes towards men and women in the workplace. One cross-cultural study in the 1980s set the tone of such research. The study examined the adjectives used to describe men and women in more than twenty-five different languages. It concluded men are more likely to be described with adjectives also associated with management and other leadership roles. Later studies confirmed such attitudes may indeed affect career outcomes. A 2012 Yale study found a panel of academic scientists showed gender bias in evaluating applicants for graduate assistant jobs. The panelists were unknowingly given pairs of applications with fake male and female names. Although the applications were otherwise identical, panelists rated the “female” applicants much lower in categories like competence and employability. And successful “female” applicants were offered lower starting salaries than their identical “male” counterparts. 
Yet we have to be careful not to conclude too much from such studies. The fact that bias exists does nothing to prove real differences do not. It remains important to separate assumption from evidence. Take, for instance, the idea that gender roles are a cultural product of socialization through stereotyping. Many people believe that gender differences—like the colors we choose or the pastimes we enjoy—are entirely learned traits. For example, conventional wisdom says that girls play with dolls only because we teach them to. But the consensus among evolutionary biologists is that some differences are innate. Independent studies between 2002 and 2008 on monkeys and other primates have confirmed relevant biological differences between the sexes. One found that infant males prefer toys like trucks, while females prefer dolls—without prior exposure to humans. Studies on wild chimpanzees have observed young chimps playing with sticks. The females cradled the sticks like infants. The males brandished them in “war” games. 
Psychologists have found evidence to explain the different preferences. A 2009 study found that preschool-aged boys’ interest in toys like balls and trucks was linked to their testosterone levels. One possible explanation is that testosterone drives a greater urge for physical activity—something even a casual glance at any school playground would confirm. 
So are educational outcomes and career paths purely a result of socialization, or are they also influenced by biological differences? Studies in neuroscience and cognitive psychology have confirmed men and women are indeed working with slightly different equipment. One 2013 study showed that male adolescents have more neural connections within hemispheres of the brain, whereas females have more connections between hemispheres. This makes the “typical” male brain better suited for motor skills and spatial organization. The female brain seems better suited for analysis and intuitive inference. Similarly, studies in cognitive psychology show differences in ability. Men score higher on tests of mathematical reasoning and the rotation of threedimensional objects in their imagination, for instance. These skills are useful in physics and engineering. Women score higher on tests of detail identification— either matching or identifying missing items. These skills are useful in fields like publishing and design. 
But researchers are careful to point out that such data describe differences between groups and not necessarily individuals. Moreover, different skills can be and are used to solve the same problems. Therefore, there is no reason why we can't both evaluate people on individual merit and acknowledge average differences between males and females.
Unit 12 An Office Away from the Office

Imagine your alarm goes off at 6:00 a.m. You dress yourself in the work clothes you just got back from the dry cleaner, eat a quick breakfast, and start off on your long and stressful commute to the office. Then you spend your day at your desk, attempting to tune out co-worker chat and office politics in order to complete your tasks. Then you make your way home again and manage just a few hours of relaxation before you have to go to sleep, get up, and do it all again. It’s this type of daily stress and frustration that makes telecommuting attractive to many people. 
Telecommuting is the use of phones and computers to do normal office work away from the company’s office building, most often at home. In a worldwide shift representing a broad range of occupations, a growing number of companies are allowing their employees to work from home at least part of the time. The New York Times reports that American telecommuting rose by 79 percent between 2005 and 2012, making up 2.6 percent of the workforce, or 3.2 million workers. Global figures are even higher—a 2012 Reuters poll estimated that one in ten workers worldwide telecommutes full-time. 
Employers’ attitudes toward this trend have been mixed. On one hand, employers understand that telecommuting can cut costs. The average office space costs an employer about $10,000 per year for each worker, according to the Industrial and Technology Assistance Corporation (ITAC). In addition, offering telecommuting opportunities reduces absenteeism and improves employee retention, which both increase overall productivity. Employers also see telecommuting as a powerful recruitment tool to attract top talent. In a survey of top company CFOs, Robert Half Technology cited telecommuting as a bonus second only to a higher salary in job negotiations. 
On the other hand, employers are aware of the fact that telecommuting also has some disadvantages. First of all, allowing confidential company information to leave the office can pose privacy and security concerns. A study done by the Center for Democracy and Technology showed that companies are often unable to fully implement telecommuting security policies. In addition, some telecommuters are not properly trained in protecting company data. Another risk has to do with the work style of the telecommuter. A successful telecommuter has to be independent, self-motivated, and disciplined. A telecommuter who needs constant supervision and feedback will not be successful. This can cost the company in the long run. Finally, it can be more difficult to manage a telecommuter than an on-site worker. A manager of telecommuters cannot, for instance, be a “micromanager” but must be willing to delegate responsibility. In fact, companies are finding it necessary to re-train their managers in how to supervise telecommuters. 
And not all companies approve of the trend. In a move that became public when leaked memos were circulated, Yahoo! revoked its work-from-home policy and ordered all employees to report for work at the office in 2013. CEO Marissa Mayer came to Yahoo! from Google and was tasked with changing Yahoo!’s corporate culture. Unexpectedly, this included ending the popular telecommuting option. Mayer remained tight-lipped about the decision for months in spite of media interest, but eventually explained that telecommuting was not in Yahoo!’s best interests at the time. Although she did not go into detail, she mentioned the more collaborative nature of the traditional office as a key factor in the decision. 
Many experts saw this as a step backwards and predict that telecommuting will become a standard in the corporate world as workers continue to demand it. Technologically skilled graduates continue to enter the workforce with new ideas about how to get work done. This generation of workers readily accepts and even expects telecommuting opportunities. As long as telecommuting remains a draw to attract talent, it will remain a robust part of emerging corporate cultures.
Unit 12 A Need for Censorship?
The question of media influence on society, and especially on children, exists everywhere that mass media do. It is generally accepted on all sides of public discourse that the media influence us. But agreement ends with the questions regarding the magnitude of that influence and what role, if any, governments should play in regulating it. 
Concern about inappropriate influences first surfaced in the 1960s, when social scientists began scrutinizing advertising more carefully. In the early days of radio and television advertising, standards were looser in terms of the types of claims companies made. It was common, for instance, for cigarette companies to extol their products as “healthy” without any actual scientific evidence. Lawsuits at this time claiming cigarettes had caused lung cancer were unsuccessful. Instead, some customers sued tobacco companies for false advertising. As a result, many different types of companies came under fire for misleading or dishonest advertising. The public was especially sensitive about cigarette and alcohol advertising that appeared to target teenagers. To avoid possible censorship by the government, the advertising community responded with a directive for self-regulation. In the US, advertisers agreed to set up a new agency, called the National Advertising Review Council (NARC). 
The NARC is run by various national advertising associations. Its official purpose is to maintain standards of truth, accuracy, morality, and social responsibility in advertising. It uses panels of industry members to review all content. There are two branches within the organization. The National Advertising Division (NAD) is like a police force, investigating complaints of false advertising and then guiding advertisers through corrections. The other branch is the National Advertising Review Board (NARB). It reviews cases upon which the NAD and advertisers cannot agree. 
Much of the concern in recent decades has centered on protecting children from exposure to inappropriate content on TV and in video games. One 2000 US Federal Trade Commission report examined how violent entertainment was marketed to children. It found that companies routinely targeted children as their primary audience and failed to provide sufficient warnings, even when movies and games were rated inappropriate for young people. This report upset people all over the country, including politicians, who responded by calling for new laws to regulate entertainment industries. But these efforts ran up against constitutional protections of free speech. In the end, the industry was asked to regulate itself with better labeling systems. Rather than attracting the wrath of parents, it responded by implementing more comprehensive labeling standards. This shifted much of the responsibility of making sure kids were only viewing appropriate content back to the domain of parents. 
The US is not the only country with these types of advertising issues. The UK has had similar debates, and in response has developed regulatory agencies like the Advertising Standards Authority (ASA). The ASA has been involved in controversies surrounding advertising and body image. In a 2015 ad campaign, a UK-based diet product company presented a bikini-clad model in billboard ads asking “Are you beach body ready?” The obvious inference was that women need to look a certain way in order to be comfortable with their bodies in swimsuits. The campaign attracted swift and vocal criticism from women’s groups and health agencies concerned with eating disorders, especially among teen girls and young women. The ASA decided to have the ads banned—only to see the campaign reappear in the less tightly regulated US. In a similar case, high fashion design house Yves St. Laurent was criticized for ads featuring a model so thin that her rib cage was visible. Citing concerns about the connection between unrealistic and unhealthy beauty standards and eating disorders, the ASA banned the ads. A spokesperson explained that the model appeared to be ” unhealthily thin.”
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